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ABSTRACT
Unlike the holography technique using active sound source arrays, metasurface-based holography can avoid cumbersome circuitry and only needs a single transducer. However, a large number of individually designed elements with unique amplitude and phase modulation capabilities are often required to obtain a high-quality holographic image, which is a non-trivial task. In this paper, the deep-learning-aided inverse design of an acoustic metasurface-based hologram with millions of elements to reconstruct megapixel pictures is reported. To improve the imaging quality, an iterative compensation algorithm is proposed to remove the interference fringes and unclear details of the images. A megapixel image of Mona Lisa’s portrait is reconstructed by a 2000×2000 metasurface-based hologram. Finally, the design is experimentally validated by a metasurface consisting of 30×30 three-dimensional printed elements that can reproduce the eye part of Mona Lisa’s portrait. It is shown that the sparse arrangement of the elements can produce high-quality images even when the metasurface has fewer elements than the targeted image pixels.
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INTRODUCTION
Holography is a promising technology for wave field reconstruction. It has many applications such as volumetric displays,1 ultra-high-density data storage,2 optical3 or acoustic4 tweezers, optical3 or acoustic imaging,5 acoustic suspension,6 and biomedical engineering,7 etc. Acoustic holography, as one representative holographic technique, has attracted considerable attention from both scientists and engineers in many fields. Conventional acoustic holography uses active phased arrays, which require many transducers with cumbersome phase-shifting circuits. Recently, metasurfaces, a two-dimensional equivalent of metamaterials with subwavelength microstructures, have emerged as a promising holographic technique in both fields of optics8 and acoustics.9,10 Metasurfaces can reduce system complexity as only a single source transducer is needed to achieve a desired scattered field based on either phase modulation (PM) or phase-amplitude modulation (PAM).

The PM method was applied by Melde et al.7 and Xie et al.13 in 2016 to design metasurface-based holograms for acoustic holographic imaging, and later by Bakhtiari-Nejad et al.14 for generating a multifocal pressure pattern with waterborne ultrasound. The PAM technique can be realized through an elaborate design of a composite element which includes two parts modulating phase and amplitude independently.11,15 Tian et al.,16 Zhu et al.,17 and Fan et al.18 used this strategy to design transmissive16 and reflective17,18 metasurface-based holograms for acoustic imaging. Although it offers more freedom by controlling both the amplitude and the phase, the design of a metasurface-based hologram with decoupled (or quasi-decoupled) PAM is subject to its micro-structure configuration and size with possible lack of precision and flexibility. Differently, Zhang et al.19 introduced a modified weighted Gerchberg–Saxton algorithm to design monolithic acoustic holograms with consideration of PAM. A nine foci pattern and an image of the
The PAM technique was also applied to design multiplexed acoustic holograms with the designed thickness profiles. Brown\textsuperscript{20} used two phase holograms to modulate both the phase and amplitude of an incident acoustic wave and generated letters “UCL” experimentally. The hologram thickness profiles were designed using an optimization method. The PAM technique was also applied to design multiplexed acoustic metasurface-based holograms.\textsuperscript{21,22} Generally, the PAM can provide a larger design space for metasurface-based holograms than the PM. However, one difficulty is that one must find a series of functional elements, which can modulate phase and amplitude simultaneously. This issue is more prominent when many elements are involved.

Although some studies on metasurface-based holography have been reported, the merit has not been fully exploited due to the limitation of resolution and PAM precision of the proposed metasurfaces. Intuitively, the number of metasurface elements (pixels), which defines the resolution of the metasurface, is crucial to obtain complex holographic imaging with high resolution. As an example, we demonstrate the holographic images (Fig. 1) of a Quick Response code (QR-code) containing 100 words as shown in Fig. 1(a) by the metasurfaces with different numbers of elements. The images are displayed as the acoustic pressure distributions and the detailed calculations are presented in Fig. S3 in the supplementary text S2. It is noted that the image [Fig. 1(f)] by the metasurface with 500 elements [Fig. 1(d)] is recognizable (i.e., the QR-code image can be scanned and then translated into the presupposed characters), while the image [Fig. 1(e)] by the 120 \times 120 metasurface [Fig. 1(c)] is unrecognizable. As shown in Fig. 1(b), a larger number of metasurface elements is required for more words. That is to say, a high-quality metasurface-based hologram needs a huge number of elements with precise PAM. This may be understood by considering the following facts. On the one hand, a higher resolution is required for compiling more words in a binary picture (as displayed in Fig. S4 in the supplementary text S2). On the other hand, realizing the binary holography image with \( N \times N \) pixels means that the number of elements in the acoustic metasurface needs to be increased to render a more complex image. Therefore, when the number of metasurface elements increases, the number of resulting recognizable words by the metasurface-based holography also becomes larger as well. It is worth noting that while a positive correlation exists between the number of metasurface elements and the length of recognizable words, there is no explicit relation (e.g., a formula or a limit) that can be found based on the current data.

However, it is usually more challenging to have a large quantity of elements while in the meantime achieving great precision. Conventional approaches either cannot achieve this or need a very tedious design process. For instance, optimization methods have been successfully applied to the inverse design of acoustic metasurfaces,\textsuperscript{24,25} but usually require a lot of computing resources and time costs if thousands of elements are designed. Recently, deep learning (DL), a kind of machine learning method based on artificial neural networks,\textsuperscript{7} has been applied in the design of optical metasurfaces,\textsuperscript{26–28} acoustic metasurfaces,\textsuperscript{29–33} non-photonic devices,\textsuperscript{34} and even holographic image generation.\textsuperscript{35,36} However, data-driven models for inverse problems remain largely unexplored in terms of efficiency and capability, especially in the context of acoustic metasurface-based holography with megapixel resolution. For instance, simultaneous amplitude and phase control is rarely studied in DL-based models.\textsuperscript{37} Other inverse design approaches also suffer from poor efficiency and cannot achieve the rapid design of numerous elements with target responses.

On the other hand, the full potential of metasurface-based holography has yet to be realized. Generally, the loss of information during reconstruction is mainly caused by the limited metasurface size, discretization of the acoustic field, and diffraction limitations. If the metasurface is not sufficiently large, the image quality may be suppressed because of incomplete information. When the holographic data are discretized, the holography image will inevitably become suboptimal.
compared to that from continuous data. In addition, the intrinsic diffraction limitations can restrict the resulting imaging resolution. The ability to rapidly construct unit cells with unique PAM and compensate for the information loss during metasurface design is desired to promote the application of metasurface-based holograms.

This paper proposes a DL-based high-definition acoustic metasurface optimization method to achieve high-quality holographic reconstructions. The capacity of the approach is manifested by a megapixel image where it is shown the DNN method combined with the genetic algorithm (GA) can accelerate the convergence of the inverse design of elements. This enables one to design millions of highly customized elements with high precision of PAM in a few hours. The element topology exhibits a bi-anisotropic feature that can address the requirement of fully controllable phase and amplitude.

RESULTS

Bi-anisotropic element topology

To construct a metasurface-based hologram, we should first develop an element topology that has good potential to realize PAM with the required acoustic properties (i.e., transmitted phase and amplitude). The proposed 3D asymmetric cuboid element topology with a length of 10.08 mm and a square cross-section of 2.88 × 2.88 mm² is shown schematically in Fig. 2(a). The element consists of four Helmholtz resonators with two inlet baffle plates and two outlet baffle plates and is separated with the plates in the front and back sides. The inner structural geometry of the element is described by 11 pending parameters, l₁ ~ l₁₁ [see Fig. 2(b)], which will be optimized in their allowable value ranges (Table S1) to meet the requirement of the hologram. Apart from these 11 parameters, the other geometric parameters are fixed as shown in Fig. 2(a). Theoretically, it is possible to use more geometric parameters and a larger design space (e.g., topology optimization), which can potentially provide more abundant topologies. This, however, will inevitably increase the computational load and lower the overall efficiency of the design process. As will be shown in the following, the choice of these 11 parameters provides sufficient freedom for the optimization of the microstructures by integrating the machine learning approach. All geometric dimensions are carefully selected to make them suitable for the stack laser 3D-printer. A 3D printed sample made of epoxy resin is shown in Fig. 2(c), which shows the good quality of fabrication. Our analysis shows that the thermal-viscous loss has a very slight influence on the sound propagation, especially at the considered frequency of 12.5 kHz, as given in Fig. S1.

FIG. 2. Schematics of the bi-anisotropy element and its acoustic properties. (a), (b) Topological definition of the element, with fixed parameters shown in (a) and adjustable parameters l₁~l₁₁ shown in (b). (c) Photograph of a 3D-printed element sample. (d)–(f) Bi-anisotropic wave properties of a typical element in the frequency range of 8–20 kHz. The transmission and reflection coefficients (d), transmissive phase variation (e), and reflective phase variation (f) from both sides of the element are illustrated, respectively. The reflection and transmission coefficients are the same for forward or backward incidence, i.e., the $r = r^*$ and $t = t^*$, and the transmissive phase shifts are also the same. Different reflective phase shifts are observed from the structure, demonstrating the bi-anisotropic properties.
The designed element possesses bi-anisotropic property, which has been proven to be helpful to effectively control both amplitude and phase.\textsuperscript{23} As shown in Figs. 2(a) and 2(b), we consider the response of the element subject to forward [Fig. 2(a)] and backward [Fig. 2(b)] incident waves. The following scattering relation can be obtained: \textsuperscript{23}

$$\begin{bmatrix} p_i^+ \\ p_i^- \end{bmatrix} = \begin{bmatrix} r^+ & t^+ \\ r^- & t^- \end{bmatrix} \begin{bmatrix} p_i^+ \\ p_i^- \end{bmatrix},$$ \hspace{1cm} (1)

where $p_i^+$, $p_i^-$ represent the amplitudes of the scattered wavefields at both sides; $p_i^+$, $p_i^-$, and $p_i^-$ represent the amplitudes of the reflected, transmitted, and incident waves in forward (+) and backward (−) directions, respectively; and $r^-$ and $t^-$ are the reflection and transmission coefficients, respectively. Figures 2(d) and 2(f) illustrate the amplitudes and phases of $r^-$ and $t^-$ varying with frequency for a particular element with the detailed geometric parameters presented in the supplementary text S1. It can be seen that only the phases of the reflected waves ($r^-$ and $r^-$) are different, while the other properties are the same. This reflection phase asymmetry is a clear sign of the bi-anisotropy phenomenon.\textsuperscript{38} As shown in Fig. S2 in the supplementary text S1, it can be seen that only the phases of the scattering coefficient as output, as shown in Fig. 3(a). The relationship between the input and output can be expressed as $[y_p^+, y_p^-] = D(I)$, where $D$ represents the predicting method of DNN. The neural network contains seven hidden layers (layers 1–7), as shown in Fig. 3(a). Layers 0–8 contain 11, 400, 750, 750, 1000, 750, 300, and 2 neurons, respectively. The ReLU activation function is employed in layers 1–4 to accelerate convergence, and the sofplus activation function is employed in layers 5–7 to increase the performance of the nonlinear regression.

Training DNN for acoustic property prediction of elements

The design of elements with the required phase and amplitude is crucial to constructing a metasurface hologram. As demonstrated previously (Fig. 1), tens of thousands or even millions of elements are needed to obtain a high-quality hologram with megapixels. This is obviously difficult to be implemented by the traditional optimization method\textsuperscript{25} because of limited computational efficiency and large time cost. In this paper, we propose a design strategy for individual elements by combining the DNN with GA. The DNN is a generalized data-driven method that is used to realize accurate prediction\textsuperscript{27} or feature extraction.\textsuperscript{24} We first develop a DNN with the ability to reproduce the relationship between the element’s geometry and its acoustic properties. The DNN model takes $I = (l_1, \ldots, l_{11})$ as input and the amplitude ($y_p^+$) and phase ($y_p^-$) of the forward transmission coefficient as output, as shown in Fig. 3(a). The relationship between the input and output can be expressed as $[y_p^+, y_p^-] = D(I)$, where $D$ represents the predicting method of DNN. The neural network contains seven hidden layers (layers 1–7), as shown in Fig. 3(a). Layers 0–8 contain 11, 400, 750, 750, 1000, 750, 300, and 2 neurons, respectively. The ReLU activation function is employed in layers 1–4 to accelerate convergence, and the sofplus activation function is employed in layers 5–7 to increase the performance of the nonlinear regression.

The dataset is generated by randomly selecting 11 parameters $l_i \sim l_{11}$ in their allowable value ranges and then calculating the training-required characteristic outputs (i.e., the amplitudes and phases) by the finite element method (FEM). It is noticed that the selection of $l_i \sim l_{11}$ is based on the values of $l_6$, and therefore $l_1 \sim l_3$ and $l_6 \sim l_{11}$ should be first identified.

![Fig. 3. Illustration of the neural network. (a) DNN structure map, including the size and activation function of each layer. (b) The gradient-descent process and model performance of the employed DNN. (c) (d) The training and prediction sets for the phase and amplitude values. The radial and angular coordinates of the polar plot correspond to the normalized transmission amplitude and phase of the element response, respectively. A batch of training set and a batch of tested structure (c), demonstration of DNN predictive ability (d), and representative elements (e) inversely designed by the DNN-based GA are shown as well.](http://pubs.aip.org/aip/are/article-pdf/doi/10.1063/5.0136802/17848073/021411_1_5.0136802.pdf)
The dataset contains 4000 individuals, which are divided into ten batches with 400 individuals per batch, one batch of them is shown in Fig. 3(c). Among the ten batches, eight are randomly selected as the training sets, one as the cross-validation set, and the rest one is for estimating the DNN. The gradient-decent process shown in Fig. 3(b) demonstrates that the DNN achieved a mean squared error of approximately 0.000376 on the training set and 0.000196 on the cross-validation set. These results imply that the DNN can accurately predict output values for both datasets without overfitting the training data, indicating that the DNN-based GA can predict structures that are not present in the training set in any desired responses, as shown in Figs. 3(c) and 3(d). The mean relative error of the DNN can reach over 97% for both \( y_p \) and \( y_{p^*} \) in the frequency range from 8 kHz to 35 kHz.

The DNN can predict the properties of \( 1 \times 10^6 \) elements in 0.23 s. The prediction speed of the DNN method is seven orders of magnitude faster than that of the FEM method (about 30 seconds per element), confirming the efficiency of the DL model. The proposed method exhibits good scalability and computational efficiency, which are key factors in addressing the challenges of metasurface design. By leveraging deep learning’s capabilities in handling high-dimensional data and complex relationships, along with techniques such as parallelization, model compression, and transfer learning, the scalability of the approach is enhanced.

**Inverse design of elements by DNN-based genetic algorithm**

Although DL is fast in predicting the acoustic properties of elements (a forward problem), it may encounter difficulties of convergence with inverse problems. In order to accelerate convergence and obtain optimal results, the inverse design of elements for the prescribed amplitudes and phases is formulated as an optimization problem which is tackled by using GA. It is known that a larger population size can generate an optimized solution more easily but is time-consuming. The traditional FEM-based GA is generally unable to afford such a huge time cost. Thanks to the extreme calculation speed of DNN, GA combined with the above DNN model will be developed to accelerate the design progress of a huge number of elements.

To realize the targeted acoustic wave responses of an element, the Euclidean distance is utilized to characterize the difference between the desired and actual responses. Therefore, the objective function of the optimization problem is formulated as

\[
\text{Maximze : } \psi(\Omega) = 1 - \sqrt{\left(r^* \cos \theta^* - r_2 \cos \theta_2\right)^2 + \left(r^* \sin \theta^* - r_2 \sin \theta_2\right)^2} \div 2,
\]

where \( \psi \) denotes the objective function of a metasurface element in optimization; \( \Omega \) represents the design domain, i.e., an arbitrary metasurface element with eleven typical topological parameters \((l_i \sim l_4)\); \( \theta_2 \) and \( r_2 \) are the phase shift and amplitude of an element involved in the current generation, respectively; \( \theta^* \) and \( r^* \) are the corresponding targeted responses. Note that \( \theta_2 \) and \( r_2 \) are retrieved by the DNN directly instead of the FEM. When the Euclidean distance varies from 2 to 0, the actual response becomes more and more similar to the targeted response. After a certain number of generations, the algorithm generates a near-optimal metasurface element with the optimized \( l_i \sim l_4 \), for the wave response of \((\theta^*, r^*)\) on demand. The parameters of GA are set as the population size \( N_p = 300 \), the maximum number of generations \( E_n = 500 \), the crossover probability \( P_c = 0.1 \), and the mutation probability \( P_m = 0.05 \).

The DNN-based GA with a large population size has an extremely high speed with sufficient accuracy and thus can realize the online inverse design of elements on demand. The present design method can inversely generate large-scale metasurface with millions of elements very quickly (i.e., \( \sim 25 \) min for \( 1 \times 10^6 \) elements and 1.5 ms for one element) in contrast to the traditional time-consuming forward simulations and optimization process. In this way, it could be used as a real-time, rapid-feedback approach to design the elements. The design of \( 1 \times 10^6 \) elements all exhibiting unique phase and amplitude combinations costs about 29 min. As shown in Fig. 3(c), the results predicted by the DNN-based GA (red crosses) can reach those areas that the training set (gray dots) does not cover. Some of those areas are marked in the blue circles. The DNN-based GA is powerful to predict various elements to fit the requirement of the perfect PAM holography, as shown in Fig. 3(d). Some representatives inversely designed elements are shown in Fig. 3(e).

**Iterative compensation algorithm for improving holographic images**

To improve the quality of the holographic image, an iterative compensation algorithm is further developed to diminish the deviation of the reconstructed holographic image from the target image as far as possible.

According to Huygens–Fresnel principle, each point on the outlet plane of the metasurface can be considered as a secondary source; and all waves generated by these secondary sources are superimposed through interference to form a holographic image on a plane. For further details and illustration, as shown in the supplementary text S5 and Fig. S9. Let us consider the case of acoustic waves with an angular frequency of \( \omega \) and omit the time-harmonic term \( e^{-i\omega t} \). For a point acoustic source placed at \( \mathbf{x}_p \) with unit intensity, the generated acoustic wave field at \( \mathbf{x}_c \) can be expressed as

\[
\varphi(x_c) = \frac{1}{|x_p - x_c|} e^{i(x_p - x_c)},
\]

where \( k = 2\pi/\lambda = 2\pi c/f \) with \( \lambda = c/f \) and \( f = 2\pi\omega \) being the wavelength and frequency, respectively. When trying to reproduce this point source, a PAM sound source array should generate acoustic wave satisfying \( \varphi(x_c) \). Therefore, to reconstruct an image using an metasurface-based acoustic hologram, each element should generate \( \psi_e(x_c) \) as the output by treating them as a point source,

\[
\psi_e(x_c) = \int \frac{A(x_c)}{|x_c - x_s|} e^{i(x_c - x_s)} dx_s,
\]

where \( \varphi_e(x_c) \) is the complex pressure at the element position \( x_s \), and its amplitude \( |\varphi_e| \) is not necessarily equal to 1; \( x_s \) is the 3D position vector of the element; and \( A(x_c) \) is the gray value of the pixel at \( x_c \) on the target image \( T \) and is normalized from 0 to 1. After integrating \( x_s \) over all pixels on the target image \( T \), we can obtain \( \varphi_e(x_c) \). The normalized amplitude \( \varphi(x_c) \) and phase \( \psi_e(x_c) \) generated by the metasurface elements are then obtained as.
It is known that \( |\phi_h(x_0)| \) is the amplitude of the sound pressure at the reconstructed pixel \( x_0 \) of the holographic image. Its normalized value (denoted as \( \phi_h \)) can be displayed as a gray-white image (with \( |\phi_h| \) = 0 to 1 corresponding to black to white). For an ideal lossless holographic image, \( |\phi_h| \) should be identical to \( A(x_1) \). In practice, however, the metasurface is finite and only placed on one side of the image. Furthermore, the metasurface is discrete with finite elements. All these facts will cause missing of the information, resulting in the deviation of the reconstructed holographic image from the target image. To improve the quality of the holographic image, we propose the following iterative compensation algorithm to compensate for the missed information.

To perform the compensation algorithm, the following matrices are introduced: \( A_T \), a real matrix whose elements are the normalized gray values at all pixels of the target image; \( \Phi_M \), a complex matrix whose elements are the sound pressure at all element outlets of the metasurface-based hologram; \( \Phi_H \), a complex matrix whose elements are the sound pressure at all pixels of the holographic image \( H \); \( \Phi_J \), a real matrix whose elements are the normalized sound pressure amplitudes at all pixels of the holographic image \( H \) (i.e., the absolute values of the elements of \( \Phi_H \)); and a system error matrix \( \Delta = A_T - \Phi_J \) (real), which represents the deviation of the reconstructed holographic image from the target image. Furthermore, we introduce two mappings,

\[
\Phi_M = g(A_T), \tag{8}
\]
\[
\Phi_H = h(\Phi_M), \tag{9}
\]

where the first one is obtained from Eq. (4) and is the mapping from the target image to a metasurface-based hologram, and the second one, obtained from Eq. (7), is the mapping from the hologram to the holographic image, as illustrated in Fig. 4. The iterative compensation process may be summarized as follows (refer to Fig. 4 for the basic concept):

1. At the beginning (the 0th-iteration), \( \Phi_H = 0 \), and thus \( \Delta^{(0)} = A_T \). Then, from Eqs. (8) and (9), we can calculate the 1st-iteration values: \( \Phi_M^{(1)} = g(A_T) \), \( \Phi_H^{(1)} = h(\Phi_M^{(1)}) = h(g(A_T)) \), and \( \Delta^{(1)} = A_T - \Phi_H^{(1)} \). \tag{10}

2. For the 2nd-iteration, replacing \( A_T \) with \( \Delta^{(1)} \), and we obtain the compensations of \( \Phi_M^{(2)} \) and \( \Phi_H^{(2)} \): \( g(\Delta^{(1)}) \) and \( h(g(\Delta^{(1)})) \). Therefore, we have the 2nd-iteration values,

\[
\Phi_M^{(2)} = g(\Delta^{(1)}) = g(A_T^0) + g(\Delta^{(1)}), \tag{11}
\]
\[
\Phi_H^{(2)} = h(g(\Delta^{(1)})) = h(g(A_T^0)) + h(g(\Delta^{(1)})), \tag{12}
\]

where we have denoted \( \Delta^{(0)} = A_T \).

3. Following the above procedure, we can obtain the \( j \)-th-iteration values as

\[
\Phi_M^{(j)} = \Phi_M^{(j-1)} + g(\Delta^{(j-1)}) = g(\Delta^{(0)}) + g(\Delta^{(1)}) + \ldots + g(\Delta^{(j-1)}), \tag{14}
\]

\[
\Phi_H^{(j)} = h(g(\Delta^{(j)})) = h(g(\Delta^{(0)})) + h(g(\Delta^{(1)})) + \ldots + h(g(\Delta^{(j)})), \tag{15}
\]

\[
\Delta^{(j)} = A_T - \Phi_H^{(j)} \tag{16}
\]
\[ \Phi_{H}^{(i)} = \Phi_{H}^{(i-1)} + h\left(g\left(\Lambda^{(i-1)}\right)\right) \]
\[ = h\left(g\left(\Lambda^{(0)}\right)\right) + h\left(g\left(\Lambda^{(1)}\right)\right) + \ldots + h\left(g\left(\Lambda^{(i-1)}\right)\right), \]
\[ = \sum_{i=0}^{i-1} h\left(g\left(\Lambda^{(i)}\right)\right), \quad (15) \]
\[ \Lambda^{(i)} = A_T - \Phi_{H}^{(i)}. \quad (16) \]

It is noted that \( \Phi_{H}^{(\infty)} = A_T. \)

Since each iteration is based on the finite discrete metasurface arranged on one side of the image and will not yield an exact solution, the oscillation near the optimal solution will appear in the iteration process. Therefore, a diminishing compensation rate is introduced into the algorithm to avoid oscillation. Equations (15) and (16) are, hence, replaced by

\[ \Phi_{M}^{(i)} = \sum_{i=0}^{i-1} \mu^{(i)} g\left(\Lambda^{(i)}\right), \quad (17) \]
\[ \Phi_{H}^{(i)} = \sum_{i=0}^{i-1} \mu^{(i)} h\left(g\left(\Lambda^{(i)}\right)\right). \quad (18) \]

where \( \mu^{(i)} \) is the diminishing compensation rate of the \( i \)-th iteration, it is similar to learning rates in machine learning and balances convergence speed and stability. In general, a smaller compensation rate is beneficial for higher-resolution metasurfaces. In the present algorithm, the compensation rates are selected based on extensive simulation tests, which are set as 0.5–0.3 for the first three iterations, and then are reduced to 0.2–0.05 for the subsequent iterations.

**Inverse-designed metasurface-based holograms**

To demonstrate the effectiveness of the proposed method, we next present some examples. The entire process of designing a high-quality metasurface-based hologram is summarized as follows:

1. Train a DNN model to estimate the elements’ properties (i.e., transmitted phases and amplitudes) at a designated frequency.
2. Employ the iterative compensation method to determine and optimize the phase and amplitude distributions of the element array of the acoustic metasurface-based hologram according to the target image.
3. Inversely design the metasurface with customized elements obtained by DNN-based GA.

To characterize the holographic image quality, we define the following parameter \( F \) to estimate the fitness between the target image and the designed sound pressure distribution

\[ F = \int \left(1 - \frac{|A(x_t) - \Phi_h(x_h)|}{A(x_t)}\right) \, dx_t, \quad (19) \]

where \( x_h = x_t \) as the holographic image and target image share the same spatial region. The integral is performed over the target image area \( T \) (the same as the holographic image area \( H \)). In calculation, both \( A \) and \( \Phi_h(x_h) \) are, respectively, normalized by their own mean values in the entire pressure field.

**Proper spatial relationship between hologram and image**

In addition to the meticulous design of elements to obtain precise modulation of phases and amplitudes, the spatial relationship between the metasurface and image also has significant effects on the quality of holographic imaging. Such spatial relations include the sizes of the metasurface and image, the distance between them (i.e., focal-length \( F_0 \)), and the elements per unit length \( R \) (i.e., pixel density measured by pixels per meter, PPM). In addition, the wavelength is also an important parameter to be considered. The hologram performance is closely tied to these spatial parameters and therefore they need to be carefully selected within specific ranges and follow certain rules. Herein, we will discuss this issue by considering the imaging of Tianjin University logo. Since the speed of sound in air is approximately 343 m/s at room temperature, the corresponding wavelength is 27.4 mm when the operating frequency is selected as 12.5 kHz. Clearly, the wavelength is much larger than the size of an element [Fig. 2(a)]. Here, the frequency is chosen so that it ensures a good spatial resolution while keeping the thermal-viscous loss small. The metasurface is constructed by inserting the elements uniformly and discretized to form a square lattice while other portions are filled with soundproof baffles. The number of the elements (i.e., pixels) is assumed to be \( N \times N = 250 \times 250 \), which is the same as the pixels of the target image. Both the metasurface and image are square with the same side length (\( S \)).

Figure 5(a) demonstrates images of the logo obtained after 10 iterations of the compensation algorithm by the customized metasurfaces with different sizes and focal lengths. The background color in the figure represents the fitness of the images. The abscissa (\( K \)) in the figure is the ratio of side-length \( S \) to focal-length \( F_0 \). The equal side-length curves are hyperbolas given by \( S = K \cdot F_0 = \text{const.} \) The metasurface pixel-density is \( R = N/S = N/(K \cdot F_0) \), thus the above hyperbolas also define the equal pixel-density curves. From the upper-left to the lower-right in the figure, the side-length increases as the pixel-density decreases. This is also shown in Fig. 5(b). The curve in either Fig. 5(a) or Fig. 5(b) is the equal side-length curve with \( S = K \cdot F_0 = 2N \) or the equal pixel-density curve with \( R = 1/\lambda \). The images near this curve have high fitness, showing a preferred area of spatial parameters for the best results. The one as shown in Fig. 5(c) with \( K = 1.2 \) and \( F_0 = 6 \) m has the highest fitness of 9.345. The fitness becomes lower as the image is farther from this curve. Specifically, the images below this curve with large \( S > 2N \) or small \( R < 1/\lambda \) have a lot of blurred lines and interference patterns and are of very low definition. More iterations of compensation are necessary to improve the quality of these images. Fortunately, most images above this curve have satisfactory legibility.

Figure 5 also indicates the best choices regarding metasurface size and focal length for a fixed resolution (\( N \times N = 250 \times 250 \)). To show the influence of the metasurface resolution (\( N \times N \)) on the image quality, we present the results in Fig. 6 with different values of \( N \) while fixing the focal-length \( F_0 = 11 \) m and metasurface side-length \( S = 11 \) m (the same as the side-length of image). The target image has 500 \( \times 500 \) pixels. The improvement of the image quality by the iterative compensation algorithm is also demonstrated in Fig. 6(a) which illustrates the fitness improvement with the iterative order for the cases of \( N \times N = 350 \times 350, 500 \times 500, 650 \times 650, \text{and } 800 \times 800 \). It is shown that more elements of the metasurface can achieve higher fitness. The fitness can be improved gradually by the iterative compensation...
algorithm especially for lower resolution metasurfaces. For instance, the fitness of the image generated by the 800 × 800 metasurface is improved by 0.0258 from 0.9360 to 0.9619; while that by the 350 × 350 metasurface is improved by 0.0348 from 0.9137 to 0.9486. The increase in the fitness is fast in the first several iterations but slows down in the subsequent iterations. This is mainly due to the choice of the gradually reduced compensation rate \( \mu_i \) to avoid oscillation. The fitness cannot reach 1, implying that the missed information cannot be fully compensated. Notably, some example images may turn gray as their fitness continues to increase. For instance, as shown in the 500 × 500 resolution logo image in Fig. 6(b), the logo text part in the 2nd-iteration image appears darker than in the 1st-iteration. This is caused by the normalization process applied during figure drawing.

The images are normalized according to the maximum intensity value among all the pixels. The drawing algorithm normalizes a few pixels at the top of the logo in the 2nd-iteration image to 1, which has large deviations in intensity compared to other pixels (pure white). This can make other regions appear “darker.”

The images obtained with different iterative orders are shown in Fig. 6(b) from which one can observe that the interference fringes and unresolved details appearing at the pattern edges and junctions in the images are gradually removed with the iterative compensation progressing. The data-driven brightness variation over each iteration is caused by the normalization process. The images are normalized according to the maximum intensity value among all the pixels, which could vary from one iteration to another. An enhancement of the
High-quality imaging of the Mona Lisa’s portrait

To demonstrate the potential of the developed method in designing a megapixel hologram, we present a holographic reconstruction of the Mona Lisa’s portrait with 2000 × 2000 pixels by a high-resolution metasurface with 2000 × 2000 elements at 12.5 kHz as shown in Fig. 7(a). The focal length is 22 m and the ratio of side-length to focal length is 1. The target image is shown in Fig. 7(b). The design of 4 × 10⁶ elements was completed within 2 h. The images at the representative steps of the iterative compensation algorithm and the corresponding fitness are illustrated in Figs. 7(c1)–7(c7) and 7(d), respectively. Benefiting from the large pixel number of the metasurface, the fitness of the 1st step is already as high as $F(1) = 0.9668$. It further increases rapidly to $F(3) = 0.9808$ in the first three iterations and then slowly to $F(51) = 0.9880$ at the 51st iteration as shown in Fig. 7(d). The image quality is improved gradually with the iterations as shown in Figs. 7(c1)–7(c7). Compared with the first iteration result [Fig. 7(c1)], the final optimized image [Fig. 7(c7)] is significantly improved in definition, contrast, and sharpness. The stripes at the edges are also suppressed after the iterations. A detailed comparison among the target image, the final optimized image, and the first iteration image using zoomed-in view of some parts of the images [Figs. 7(e1)–7(e3)] reveals that the final optimized image has almost no difference from the target image. The texture of the oil painting is captured, and the interference fringes are removed. The comparison demonstrates that the iterative compensation algorithm can bring much more detail to the image along with the increasing fitness especially considering that only a quarter metasurface is filled with elements (the remaining portions are filled with soundproof baffles).

Experimental measurements were carried out to verify the proposed design. Due to the limitation of the cost and experimental condition, only the left eye part of Mona Lisa was reconstructed and measured. The test setup is described in detail in the supplementary text S5. A metasurface with 30 × 30 elements was designed to produce the eye part image with 100 × 100 pixels in the focal plane 0.12 m away at 12.5 kHz. The metasurface and image are of the same size of 0.288 × 0.288 m². The metasurface was fabricated by 3D laser printing [Fig. 8(a)]. A 6 × 6 speaker array [Fig. 8(b)] is used as the sound source. The measurements were performed by scanning the sound field in the focal plane. The measured holographic image (amplitude) is demonstrated in Fig. 8(c) with the phase distribution shown in Fig. 8(d). For comparison, the simulated images after the 1st ($F(1) = 0.9668$), 3rd ($F(3) = 0.9808$), and 51st ($F(51) = 0.9880$) iterations are presented in Figs. 8(e)–8(g), and the phase distribution of 51st iterations is shown in Fig. 8(h). For the details of the simulation, we refer to supplementary text S5. The fitness of the measured image is

<table>
<thead>
<tr>
<th>Iteration order</th>
<th>Metasurface pixels</th>
<th>Fitness</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>350×350</td>
<td>0.9205</td>
</tr>
<tr>
<td>2</td>
<td>500×500</td>
<td>0.9415</td>
</tr>
<tr>
<td>3</td>
<td>650×650</td>
<td>0.9610</td>
</tr>
<tr>
<td>4</td>
<td>800×800</td>
<td>0.9720</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Iteration order</th>
<th>Representative holographic images</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td><img src="image1.png" alt="Image" /></td>
</tr>
<tr>
<td>2nd</td>
<td><img src="image2.png" alt="Image" /></td>
</tr>
<tr>
<td>5th</td>
<td><img src="image5.png" alt="Image" /></td>
</tr>
</tbody>
</table>
\( \mathcal{F} = 0.944 \) which is close to the simulation results. It can be observed that the measurements are generally in good agreement with the simulations, despite the presence of aliasing and speckles in holographic images. These result from factors like unwanted reflections, noise, inability to simulate ideal plane waves, and manufacturing imperfections in metasurface elements. The slight difference may stem from the inhomogeneity of the excited plane wave and the unavoidable errors during sample fabrication and assembly. An analysis of how noise influences results can be found in the supplementary text S6. In addition to the Mona Lisa's portrait, several other examples are demonstrated and summarized in the supplementary text S4, which confirm the effectiveness of the proposed method. Due to its ability to reconstruct high-resolution complex images with precise phase-amplitude modulation, the presented high-resolution metasurface can offer numerous potential practical applications. These include volumetric displays, acoustic tweezers, nondestructive testing/inspection, medical imaging, and acoustic communication, among others.

**DISCUSSION**

In summary, a high-resolution metasurface holography optimization method is developed to achieve high-quality megapixel holographic images. The proposed element topology exhibits bi-anisotropic...
properties and allows for flexible and precise PAM. The developed DNN-based GA can design millions of bi-anisotropic elements with customized phases and amplitudes in a fast and efficient manner, which is difficult to achieve using empirical approaches or conventional optimization methods. The proposed iterative compensation method can systematically improve the quality of the hologram by reducing the inconsistencies between target and projected images. As an example, the interference fringes are removed, and the unclear details are improved by adopting the compensation method.

Overall, the proposed methodology significantly enhances metasurface-based hologram designs, promoting efficiency, precision, and real-world applications. The results also demonstrate the possibility of realizing frequency-selective imaging, which opens a way to achieve frequency-selective hologram in various focal planes by designing elements at different frequencies. The approach can be extended for other wave-based metamaterials and devices by designing and optimizing the microstructures, with potential applications ranging from impedance matching, wavefront engineering, and polarization control. Future work could address challenges such as computation complexity, model generalization, and fabrication constraints. Advancements in scalable deep learning algorithms, such as transfer learning and neural architecture search, can reduce training time and resource requirements while maintaining performance and generality.

**MATERIALS AND METHODS**

**M1. Deep neural network (DNN)**

Here a fully connected neural network is employed to predict element properties. Adjacent layers are fully interconnected: all neurons of the previous layer contribute to the next layer and every neuron derives its value from all previous layer’s neurons. Fully connected DNNs deployed in this paper can be decomposed as perceptrons.

The basic theory of perceptron and DNNs are given as follows. The fully connected neural network architecture represents an easy-to-train approach that is sufficient to give rise to the arbitrary phase and amplitude of an element. More sophisticated network architectures may provide enhanced accuracy and capability for some tasks; however, it is important to balance the complexity of the network architecture with the available computational resources.

A DNN (or perceptron) contains input, output, and hidden layers. An n-dimensional perceptron with m-dimensional input \( \{x_j\}_{j=1}^{n} \) can be represented as

\[
y_n = p \left( \sum_{k=1}^{m} w_{j,n} x_j + b \right),
\]

where \( y_n \) represents the nth output neuron of the layer; \( p(.) \) is the activation function of the neural network and we employed ReLU and softplus in the current work; \( w_{j,n} \) is the weighting factor of the jth input neuron \( x_j \); and \( b \) is the bias term. In DNN, each neuron can be represented as

\[
x_{n,k} = p \left( \sum_{j=1}^{m} w_{j,n-k+1} x_{j,k-1} + b_{k-1} \right).
\]

where \( x_{n,k} \) represents the nth neuron of the kth layer for \( k > 1; x_{j,k-1} \) represents the jth neuron of the previous \( (k-1) \)th layer; \( b_{k-1} \) denotes the bias of the previous \( (k-1) \)th layer; and \( w_{j,n-k+1} \) is the nth weighting factor of the neuron \( x_{j,k-1} \). When \( k=1 \), \( x_{n,1} \) represents the nth input neuron, and the \( b_0 = 0 \) for the output layer.

The eleven structural parameters, \( i_1 \sim i_{11} \), are inserted into \( x_n \) \((n = 1\sim11)\), then DNNs inference is processed through Eq. (21). The model will generate biased predictive values after the training set is extended for other wave-based metamaterials and devices by designing elements at different frequencies. The approach can achieve frequency-selective hologram in multiple focal planes by realizing frequency-selective imaging, which opens a way to metasurface-based hologram designs, promoting efficiency, precision, and real-world applications.

**FIG. 8.** Experimental measurements for the holographic image eye part of Mona Lisa’s portrait. (a) The fabricated metasurface sample with 30 \( \times \) 30 3D printed elements. (b) The 6 \( \times \) 6 speaker array used in the measurement for the generation of a plane wave. (c), (d) Experimentally measured amplitude distribution and phase distribution on the target image plane, respectively. (e)–(g) Computational holographic images corresponding to 1st-, 3rd-, and 51st-iteration. (h) Simulated phase distribution on the target image plane.
MSE = \frac{1}{N} \sum_{i=1}^{N} \sum_{n=1}^{q} (l_{i,n} - y_{i,n})^2, \quad (22)

where \( N \) is the number of the output neurons; \( q \) is the dimension of the output layer; \( y_{i,n} \) is the \( n \)th output property of the \( i \)th element; and \( l_{i,n} \) is the corresponding property calculated by FEM. The mean relative error, MRE, can be estimated as

\[
MRE = \frac{1}{N} \sqrt{\sum_{i=1}^{N} \sum_{n=1}^{q} \left( \frac{l_{i,n} - y_{i,n}}{l_{i,n}} \right)^2}. \quad (23)
\]

Note that some prominent aspects of data dependency, model interpretability and robustness to fabrication errors need to be solved for further improving the present DNN method. In addition, the cutting-edge generative pre-trained transformer can also be applied here if the required data collection and preprocessing and model adaptation are solved.

M2. Numerical simulation

All wave simulations and calculations of the elements and metasurface are carried out by the finite element analysis software COMSOL Multiphysics. For the calculation of elements, we use thermo-viscous acoustics module in pressure acoustic module. We use pressure acoustic module for the wave response based on the whole thermo-viscous acoustics module in pressure acoustic module. We use COMSOL Multiphysics. For the calculation of elements, we use surface are carried out by the finite element analysis software.

M3. Sample preparation and experimental measurement

All metasurface elements were fabricated by 3D laser printing with a resolution of 10 \( \mu \)m. The printed material is hard UV-curable resin with a density of 1220 kg/m\(^3\) and a longitudinal wave speed of 2650 m/s. The elements were secured in a laser-cut PMMA plate. The PMMA has a density of 1180 kg/m\(^3\) and a longitudinal wave speed of 2690 m/s. The characteristic impedance of the elements and PMMA is much larger than the air, and therefore all solids are considered acoustically rigid. The pressure distribution of the hologram was acquired by an acoustic measurement system. In the experiments, an array of 36 speakers was used to generate the incident plane wave one meter away from the metasurface. The sound field at the focal plane was scanned by a moving sound sensor with a step of 3 mm in an area of 0.288 \( \times \) 0.288 m\(^2\). The sound sensor can collect acoustic pressure with a sensitivity of 1 mV/Pa from 6.5 Hz to 140 kHz. We measured the sound pressure at each point five times, performed the Fourier transform, and then took the average value to reduce the background noise. The experiment was carried out in an anechoic environment (see supplementary text S5 for details).

**SUPPLEMENTARY MATERIAL**

See the supplementary material for (S1) element topological definition and thermal-viscous loss effect; (S2) QR code generation and detailed calculation; (S3) analysis on holographic image detail level improvement; (S4) additional holographic images with detailed information; (S5) experiment setup; and (S6) experiment result analysis.
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